
Course Description Form
	1. Course Name: Deep Learning 

	

	2. Course Code: 

	

	3. Semester / Year: First Semester / 2023-2024

	

	4. Description Preparation Date: 2024

	

	5. Available Attendance Forms: Mandatory attendance

	

	6. Number of Credit Hours (Total) / Number of Units (Total) 3 hours theoretical  per week / 3 Units

	

	7. Course administrator's name (mention all, if more than one name) 

	Name: Ast.Prof.Dr. Abdulbasit Kadhim Shukur 
            Email:   dr.abdulbasit@uodiyala.edu.iq



	8. Course Objectives 

	The objectives of a deep learning course can vary depending on the level (introductory, intermediate, advanced), target audience (students, professionals), and the course's specific focus. However, here are some common objectives that a deep learning course might aim to achieve:
	1. Introduction to Deep Learning Theory:

2. Overview of the theoretical foundations of deep learning

3. Historical context and key theoretical breakthroughs in the field

4. Mathematical concepts and frameworks used in deep learning theory

5. Neural Networks and Representation Learning:

6. Mathematical modeling of neural networks and activation functions

7. Universal approximation theorem and its implications

8. Representation learning and the role of depth in neural networks

9. Optimization in Deep Learning:

10. Gradient-based optimization methods (e.g., gradient descent, stochastic gradient descent)

11. Backpropagation algorithm and its mathematical formulation

12. Regularization techniques for controlling model complexity

13. Deep Learning Architectures:

14. Theoretical analysis of convolutional neural networks (CNNs) and their properties

15. Recurrent neural networks (RNNs) and their theoretical underpinnings

16. Deep generative models (e.g., variational autoencoders, generative adversarial networks)

17. Theoretical Aspects of Training Deep Networks:

18. Understanding the generalization performance of deep learning models

19. Role of overfitting, underfitting, and bias-variance tradeoff in deep learning

20. Theoretical analysis of learning rates, initialization, and optimization landscape

21. Information Theory and Deep Learning:

22. Information theory concepts in relation to deep learning

23. Mutual information, entropy, and their applications in deep learning

24. Information bottleneck principle and its relevance to deep learning

25. Advanced Topics in Theoretical Deep Learning:

26. Understanding deep learning from a statistical learning theory perspective

27. Theoretical analysis of unsupervised and self-supervised learning methods

28. Theoretical aspects of transfer learning and domain adaptation in deep learning

29. Demonstrate a comprehensive understanding of the theoretical foundations of deep learning algorithms.

30. Apply mathematical concepts and principles to analyze and interpret deep learning models.

31. Evaluate the strengths and limitations of different theoretical approaches in deep learning.

32. Critically assess and analyze the theoretical underpinnings of advanced deep learning techniques.

33. Formulate and solve theoretical problems in deep learning using mathematical reasoning.



	9. Teaching and Learning Strategies 

	Strategy
	 
Focusing solely on the theoretical background of deep learning requires specific teaching and learning strategies to effectively convey abstract concepts and complex mathematical principles. Here are some strategies tailored for teaching the theoretical aspects of deep learning:

1. Conceptual Lectures: Deliver lectures that explain foundational concepts in deep learning such as neural network architectures, activation functions, loss functions, optimization algorithms, and backpropagation. Break down complex ideas into digestible chunks and provide intuitive explanations using diagrams, analogies, and real-world examples.

2. Interactive Discussions: Encourage interactive discussions where students can ask questions, share their understanding, and engage in critical thinking. Prompt students to relate theoretical concepts to practical applications and explore the implications of different design choices.

3. Problem-solving Sessions: Conduct problem-solving sessions where students work through theoretical problems, derivations, and proofs related to deep learning. Guide students through step-by-step solutions, encourage them to collaborate, and provide scaffolding as needed to build their problem-solving skills.

4. Visual Aids and Demonstrations: Utilize visual aids such as slides, animations, and interactive simulations to illustrate abstract concepts in deep learning. Visualizations of neural network architectures, optimization landscapes, and training dynamics can enhance students' understanding and intuition.

5. Mathematical Foundations: Ensure that students have a solid understanding of the mathematical foundations underlying deep learning, including linear algebra, calculus, probability theory, and optimization theory. Provide supplementary materials, textbooks, and resources for self-study to reinforce mathematical concepts.

6. Case Studies and Research Papers: Analyze case studies and research papers that demonstrate how theoretical concepts are applied in real-world scenarios. Discuss the design choices, challenges, and insights gained from notable deep learning research papers to deepen students' understanding and appreciation of theoretical principles.

7. Assignments and Assessments: Design assignments and assessments that assess students' comprehension of theoretical concepts and their ability to apply them in problem-solving tasks. Include theoretical questions, derivations, proofs, and conceptual exercises that require critical thinking and analytical reasoning.

8. Socratic Questioning: Employ Socratic questioning techniques to stimulate students' critical thinking and encourage them to articulate their understanding of theoretical concepts. Ask probing questions that challenge assumptions, provoke reflection, and promote deeper engagement with the material.

9. Office Hours and One-on-One Support: Offer office hours, tutoring sessions, or online forums where students can seek clarification, discuss challenging topics, and receive individualized support. Provide personalized guidance and feedback to address students' questions and misconceptions about the theoretical aspects of deep learning.



	10. Course Structure
Week
hours
Required learning outcomes
Unit name and/or topic
Education method
Evaluation method
1
3

Introduction to learning 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams
2
3

Application and Methods of Learning 

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

3
3

Prediction model 

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

4
3

 Linear, polynomial regression in deep learning 

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

5
3

 Cost function computation 

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

6
3

Convex and non-convex model 

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

7
3

 Logistic regression and classification deep neural network 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

8
3

Bias variance tradeoff

Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

9
3

  Deep Neural network encoding 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

10
3

 Multi-task deep neural network 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

11
3

Factorization and regularization in deep neural network 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

12
3

 Convolution neural network 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

13
3

Sequence to sequence model 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

14
3

Recurrent Neural network 
Electronic lecture using Microsoft Editor

Daily exams and homework, in addition to monthly exams

15
3

Exam 
Daily exams and homework, in addition to monthly exams



	11. Course Evaluation

	Distributing the score out of 100 according to the tasks assigned to the student such as daily preparation, dailyoral, monthly, or written exams, reports .... etc 

	12. Learning and Teaching Resources 

	Required textbooks (curricular books, if any)
	 Dep learning course /Stanford University /Undrew NG

	Main references (sources)
	 

	Recommended books and references (scientific journals, reports...)
	

	Electronic References, Websites
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